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Erratic Cell Behavior in Channel Hot Electron
Programming of NOR Flash Memories

Marco Grossi, Massimo Lanzoni, and Bruno Riccò, Fellow, IEEE

Abstract—This paper describes for the first time an erratic be-
havior found in NOR array cells of Flash memories after cycling
when programming is performed by channel hot electron injec-
tion. The effects of different program conditions (i.e., drain and
bulk bias, as well as program speed) on such an erratic behavior
are discussed and a possible explanation is given. Implications in
terms of memory reliability are discussed, in particular for multi-
level applications.

Index Terms—Erratic, Flash, memories, programming.

I. INTRODUCTION

MULTILEVEL (ML) Flash memories [1] allow for
storage of more than 1 bit in a single cell, thus in-

creasing memory density for the same technology and cell
dimension. However, ML memories are more critical than their
“1-bit per cell” counterparts in terms of reliability, read and
write disturbs, and sensing accuracy.

In particular, tight constraints are required for programming,
i.e., the placement of the right amount of charge into the memory
floating gate (FG), since for the same threshold voltage ( )
window (i.e., the difference between the highest and lowest )
with the increasing number ( ) of bits stored in each cell, the

distribution width ( ) must decrease as (for example,
in a 3-bit per cell memory of 300 mV is typically re-
quired, while for the 4-bit per cell case the maximum is
only 150 mV).

Because of these tight constraints, any type of program dis-
turbs or instability can easily cause a bit error.

This paper introduces a new effect, observed for the first time
during channel hot electron (CHE) programming of NOR Flash
memory arrays, that can degrade the device reliability. This
new phenomenon, hereafter called erratic programming effect
(EPE), presents some analogies with the erratic erase effect
discussed in several papers [2]–[4], but differs substantially
because it is connected with CHE programming instead of
Fowler–Nordheim tunneling (FNT) through the cell oxide.

In virgin arrays (i.e., a memory array not yet cycled through
a number of program-erase operations) EPE is not present, and
all the cells show a reproducible behavior in successive program
operations. On the contrary, after a few thousand program-erase
cycles, a small number of cells exhibit a random variation in
their program characteristic, leading to different values for
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the same program conditions. Monitoring the entire array during
several program operations, the EPE cells are found not always
to be the same, but to vary randomly in the whole array, as is
characteristic of typical “erratic” phenomena.

Much work has been done on the reliability problems related
to program-erase cycling: in particular, many papers illustrate
the oxide degradation due to cycling stress on programming and
erasing times, in turn causing window degradation [5], [6].
The EPE effect is, however, different from this phenomenon: in
fact, while the programming time degradation discussed in [5],
[6] presents a static behavior (i.e., the programmed degrada-
tion is a deterministic function of the number of program-erase
cycles), the EPE has an erratic behavior. In particular, in any cell
it can appear and disappear from a cycle to the next one or, al-
ternatively, if a whole array is studied, it can affect randomly a
small number of cells in the array.

EPE is important not only from a physical and scientific point
of view, but also for applications, as it can affect reliability, in
particular for ML memories with three or four bits per cell.
In this case, programming is normally obtained by program
and verify (P&V) procedures, where, after each small program
pulse, a read operation is carried out so as to decide whether or
not a new program step should be made. As known, P&V pro-
cedures achieve narrow distributions at the cost of long pro-
gramming time (due to verify operations and the switching back
and forth from program and read operations). From this point of
view, EPE has a negative effect in that it results in a further slow
down of P&V algorithms, thus reducing the program throughput
(PT), i.e., number of bits programmed per second, since 1) P&V
operations must start from a lower value, because of induced
broadening of the programmed distribution, and b) the pres-
ence of a small number of cells randomly featuring enhanced
programming imposes smaller programming steps (i.e., shorter
program pulse durations during P&V). In the worst case, EPE
can lead to cell overprogramming when it affects the last step of
the P&V procedures.

EPE has never been reported until now since the produced
variation in cell is relatively small, so in practice it can be
detected only when dealing with very narrow distributions
(in the order of 100 mV) and thousands of program-erase cycles.
This is not the case with today’s state-of-the-art two bits per cell
Flash memories, whose distribution width of about 500 mV
are too large to be critically sensitive to EPE. Nevertheless, with
the increasing number of bits per cell (and consequent reduction
of ), EPE will play a greater role in device reliability.

In order to introduce and describe EPE, this paper is orga-
nized as follows. Section II describes the Flash memories test
chips and the setup used in this paper. Section III illustrates an
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algorithm (based on ramped voltage programming) used to de-
tect the presence of EPE cells and shows how this phenomenon
is strongly related to program erase cycling. Section IV shows
how EPE affects cycled devices also when programming is per-
formed by box waveform programming or P&V procedures are
used. In Section V the effects of program conditions on EPE are
discussed and Section VI is dedicated to a simple physical ex-
planation. Finally, conclusions are drawn in Section VII.

II. DEVICES AND EXPERIMENTS

The experiments of this paper have been carried out using
test chips of Flash memories with NOR, common ground archi-
tecture, fabricated by STMicroelectronics, Milan, Italy with a
production-quality 0.18- m technology.

These test chips contain cells (4 Mcells) divided into
eight sectors, each with 512 Kcells, organized in 256 rows each
of 2048 cells and are configurable by means of suitable latches
allowing to select the operation to be performed as well as the
number of cells to be simultaneously programmed.

The Flash cells are programmed by CHE injection and
erased by FNT. Program operation is performed either by
ramped voltage programming [7], [8], that provides good con-
trol on the charge injected into the FG, or by the conventional
box waveform programming.

The cell array is realized in triple well technology, allowing
the application of negative and positive substrate bias during
programming and erasing, respectively [9].

The experimental setup used for this paper features two ac-
quisition boards providing all the digital and analog signals used
for memory address and control. The whole setup (acquisition
boards and external instruments) is controlled via a GPIB bus,
by means of application programs running under LabVIEW.

The bit-line voltage ( as seen by the cell transistors)
is provided by a programmable dc power supply whose
floating ground terminal is connected to a shunt resistance
current–voltage (I–V) converter, allowing measurement of
current absorption during programming without affecting bias
conditions.

The word-line voltage, i.e., the control gate (CG) bias of the
cell transistor ( ), is provided by a circuit integrated on the
memory board. During programming, the initial digital state of

is loaded into an 8-bit counter whose clock is generated by
an external pulse generator, allowing signal period to be set so
as to obtain the required ramp slope. The output of the counter
is then used as the input for an 8-bit digital-to-analog (DAC)
(dividing a 0–10 V interval in 256 steps, each of

mV) to provide the analog value to the cell CG.
During read operations or box programming, the word-line

voltage is generated in the same way as in ramped voltage pro-
gramming, but this time the clock signal is low: thus the DAC
output assumes a fixed value.

Cell determination is carried out by applying increasing
value of until the cell begins to conduct (i.e., a 3 current
flows between drain and source).

Fig. 1. Schematic representation of the evolution of V and V with ramped
voltage programming. t denotes the total programming time while t

denotes the time required to reach the equilibrium condition where V � V

is constant.

III. EPE WITH RAMPED VOLTAGE PROGRAMMING

In order to better understand our experiments, an important
property of the ramped voltage programming method [7], [8]
must be recalled. With such a method, after a transient period,
an equilibrium condition is reached where the drain-source ( )
current of the cell transistor is constant, in spite of a steadily in-
creasing . Under this condition the cell increases linearly
with the same slope as , thus (namely the equilib-
rium overdrive ) is constant (Fig. 1) at a value depending
only on ramp slope ( ) and capacitative coupling between
CG and FG, while the final value of is determined by the time
at which programming is stopped (i.e., the bit-line is grounded).
Because of the dispersion in cell characteristics, is dif-
ferent from cell to cell but for each cell it should be the same
in successive program operations with the same operating con-
ditions. However, this is not the case for cells affected by EPE,
found only after substantial program-erase cycling.

To show this behavior, a whole sector of a virgin array has
been program-erase cycled with the following conditions:
ramped voltage programming is performed with a single
voltage ramp applied to CG while V, V,

V s, V; instead erase is obtained
with three pulses of 10 ms each with V.
After 0, 1500, 5000, 10000, and 20 000 program-erase cycles,
a four-step programming algorithm (hereafter called program
test) is carried out to look for the presence of erratic cells.

The program test (shown in detail in Fig. 2), applied to a
whole sector of the array after this has been erased and then
soft-programmed at V, consists of the following steps.

1) The initial value ( ) of the cell is determined.
2) The cell is programmed from to an intermediate

target value using a ramped CG voltage with slope
and the same overdrive for all cells.

3) The obtained value ( ) of after this program step
is determined.

4) The cell is programmed from to the final value
with a CG voltage of slope and overdrive

, where .
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Fig. 2. Schematic representation of the four-step algorithm used to detect EPE cells. Word line and bit line voltages (V and V , respectively) during the two
program steps are shown. V modulates the initial CG value of the ramp during WRITE 1, while V modulates the final CG value of the ramp during
WRITE 2. � = V � V represents an overdrive compensation and is the difference between the target threshold value V and the value V
reached at the end of the first write step.

As a result of this operation, cells not exhibiting EPE have
their programmed value in a range of 160 mV centered on
the target value ( ). On the contrary, cells affected by
EPE (in one of the two program steps) end up outside the target
voltage range.

The program test described above is derived from a method
recently proposed [10] to program high-throughput ML Flash
memories and is particularly interesting in the context of this
paper because (and so ) is determined for each cell at
the end of the two program steps separated only by a read oper-
ation. Thus, a variation in between the two write opera-
tions can be only due to programming, thus making it possible
to separate the effects of CHE programming from those of FNT
erasing.

The results of the dependence of EPE on the number of pro-
gram erase cycles in terms of maximum shift and number
of erratic cells are shown in Fig. 3(a) and (b), respectively. In
particular, Fig. 3(a) represents the maximum deviation from

achieved by the programming operation on a whole sector
of the array, and the (represented) experimental points belong
to different cells. Of course, when such a deviation exceeds the
target , an error is produced as an effect of EPE. In this
picture, the “normal” cell would produce points contained in a
small region centered on the axis. As can be seen, until 2 K
program-erase cycles, no EPE is observed. After 2 K program-
erase cycles, the number of cells presenting EPE and the max-
imum shift increase with the number of program-erase
cycles and tends to saturate after 10 K cycles.

Monitoring the addresses of the erratic cells during different
program tests, this effect is found to be random-like, i.e., cells
that are erratic during a program test, exhibit a typical behavior
during others and vice versa.

For a further proof of the randomness of EPE, an entire sector
of 20 K cycled cells have been programmed four times using
ramped voltage programming ( V, V, and

Fig. 3. Effects of the number of program-erase cycles on EPE. (a) The
maximum V shift and (b) the number of erratic cells are represented as a
function of the number of program-erase cycles. Until the array is subjected to
about 2 K program erase cycles, the maximum V shift is less than 160 mV
(the accuracy achieved by the proposed program test), so the number of erratic
cells is considered to be 0. Program test is carried out under the following
conditions: V = 3:5 V V = 2 V V = 0:01 V=�s.

V s) without any erase operation between each
programming operation. The cells initially have a value of
1.5 V and are programmed four times with a final CG voltage of
3, 4.5, 6, 7.5 V, respectively: after each programming operation,

is measured to evalutate as the difference between the
final CG voltage and the measured . Fig. 4 shows the value
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Fig. 4. V value during different programming operations for a cell
experiencing EPE. V should be normally constant but, as can be seen, it
decreases when EPE occurs (thus, giving rise to cell over-programming).

of during the four programming operations for a cell
experiencing EPE: as can be seen, , normally constant
for all write operations on the same cell, decreases when EPE
occurs, thus producing enhanced programming for one or two
program operations before returning to its typical behavior.

IV. EPE WITH BOX WAVEFORM PROGRAMMING

This section shows that EPE is found also when Box Wave-
form Programming (instead of the Ramped Voltage method) is
used for write operations.

Different cells of the 20 K program-erase cycled array are
programmed using the following conditions: V,

V, V and a program time of 40 s. A large number
of program operations are carried out for each cell (about 7 K)
and between two consecutive ones an erase operation is per-
formed using four pulses of 10 ms each and

V. Fig. 5 shows the measured variation in the programmed
(represented as the number of DAC states shift, each of

39 mV) with respect to the previous programming as a function
of the number of operations. Fig. 5(a) represents the behavior
for a normal cell, where the variation in the programmed
is never higher than 3 DAC steps (120 mV). Fig. 5(b), instead,
shows the case of a cell subjected to EPE after about 3500 pro-
gram operations: as can be seen the variation in programmed

is 9 DAC steps (360 mV), i.e., three times higher than the
normal behavior.

As mentioned in the introduction, EPE can endanger the cor-
rect operation of ML memories even if P&V algorithms are
used. In order to illustrate this point, we have used the P&V
algorithm schematically represented in Fig. 6: program pulses
of the same width ( ) but with voltage amplitude increasing
of from one step to the other are applied to the CG,
while is constant during programming; between two write
pulses, a read operation is carried out to determine if further pro-
gramming is needed. The first write pulse has a sufficiently low
voltage amplitude ( ) to guarantee that fast cells are not

Fig. 5. Variation in programmed V for a 20 K cycled device between two
consecutive write operations (expressed as number of DAC steps, each of
39 mV) as a function of the number of successive operations. About 7 K write
operations are carried out using box waveform programming with V = 7 V,
V = 3:5 V, V = 2 V and a program time of 40 �s. Between two
program operations, the cells are erased with four pulses of 10 ms each and
V = V = �8:3 V. The x axis represents the number of programming
operations, while the y axis represents the difference in the programmed V
with respect to the previous program operation. (a) Normal cell behavior where
the maximum V shift is 120 mV. (b) Anomalus cell behavior due to EPE (the
maximum V shift is now 360 mV).

Fig. 6. Schematical representation of the algorithm of P&V used in this work.
Write pulses have all the same width T , while the voltage amplitude increases
of �V at each step. Between two write pulses a read operation is carried out.

overprogrammed, then the pulse amplitude increases to mini-
mize the number of verify steps for slow cells. With the right
choice for , distribution width as narrow as can be
achieved [11].

This P&V algorithm has been applied to a whole sector of
both virgin and cells that have experienced 20 K program-erase
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Fig. 7. V distributions obtained with a P&V procedure using V = 3 V,
V = 2:5 V, V = 6 V, �V = 40 mV, T = 3 �s, V =

6:21V for a virgin and a cycled array rispectively. In the cycled distribution the
few cells overprogrammed to V + 2�V (6.29 V) are due to EPE,
while the cells with the lowest V (6.13 V) are due to charge loss caused by
drain stress. V determination has an accuracy of 40 mV.

cycles. The initial distribution (centered on 5.5 V) has
been programmed with the following conditions: V,

V, V, , s,
V. The obtained distributions (rep-

resented in Fig. 7) show how in the case of the cycled sector
the distribution is twice as large as that for virgin cells.
In fact, due to EPE in the cycled sector a small number of
cells are overprogrammed to (6.29 V),
contrary to the case of virgin cells, where the highest is

, (namely 6.25 V). In the cycled sector the
distribution broadens also on the low side because of charge
loss caused by drain stress and thus, of course, broadens the
dispersion on the final distribution [12].

V. EFFECTS OF PROGRAM CONDITIONS WITH RAMPED

VOLTAGE PROGRAMMING

In this section the effects on EPE of the electrical conditions
used for both program-erase cycling and Program Test are in-
vestigated.

To this purpose, two virgin sectors of the memory array have
been programmed and erased 20 K times using two different
erase methods: sector A is erased with three pulses of 10 ms
each with V, while sector B is erased with 10
pulses of 10 ms each with increasing value for

V (where is the pulse
number). The method used for sector B is much less degrading
for tunnel oxide than that applied to sector A [13]. Nevertheless,
the maximum shift as a function of program-erase cycle
number is found to be the same for the two cases, thus clearly in-
dicating that the oxide degradation related to EPE is essentially
due to CHE programming.

A further proof of the difference between EPE and erratic
erase is provided by the different behavior with respect to pro-
gram-erase cycling: as described in the literature [5], erratic

Fig. 8. Maximum V shift due to EPE as a function of V with V =

5:5 V.

Fig. 9. Maximum V shift due to EPE as a function of V with V =

3:5 V.

erase is stronger on fresh devices and tends to decrease with
the number of program-erase cycles, while EPE increases with
the number of cycles (as pointed out in Section III) and tends to
saturate after 10 K cycles.

The effect on EPE of , , and during the pro-
gram test for a sector subjected to 20 K program-erase cycles
are shown in Figs. 8–10.

In Fig. 8 the maximum shift due to EPE is represented
as a function of , with constant V.
As can be seen EPE is stronger for low values of .

In Fig. 9, instead, the maximum shift is represented as
a function of with V and EPE is found to decrease
with the increase of .

Finally, Fig. 10 illustrates the dependence on , for
V V and, as can be seen, EPE is found to be stronger

for faster voltage ramps, (i.e., higher ).
In all the cases EPE appears to be more prominent for oper-

ating conditions with higher value of .
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Fig. 10. Maximum V shift due to EPE as a function of the ramp slope
V with V = 3:5 V V = 2 V.

Fig. 11. Capacitative model for a flash memory cell.

VI. PHYSICAL INTERPRETATION

This section presents a simple and preliminary physical in-
terpretation for the observed phenomenon at the microscop-
ical level that, although needs to be confirmed with further ex-
periments, is consistent with our results. The proposed expla-
nation for EPE is based on the presence of traps created at
the channel-oxide interface near the drain region of the tran-
sistor cell, i.e., that where essential electron injection into the
FG during CHE programming takes place.

If we consider the capacitative model for a Flash memory cell
[7] (Fig. 11), FG voltage ( ) is expressed as

(1)

where is the FG threshold voltage (i.e., the value at
which the cell turns on), is the drain voltage used for
measurements, while and are coupling ratios defined in
Fig. 11.

Assuming ramped voltage programming with V,
V, V s (thus V) and

V, , , V, it is
V.

Fig. 12. V distribution mean value as a function of the number of
program-erase cycles. Writing is performed by ramped voltage programming
under the conditions V = 3:5 V, V = 2 V, V = 0:01 V=�s.

Since the transverse electric field at the drain re-
gion of the cell transistor is repulsive for electrons and actractive
for holes. Thus, holes tend to accumulate at the channel-oxide
interface near drain region and, if they can be captured (in the
traps mentioned before), the transverse electric field becomes
less repulsive for electrons, thus producing enhanced CHE pro-
gramming. The erratic nature of this phenomenon is then inher-
ently due to carrier trapping de-trapping phenomena.

Fig. 12 represents the mean value of the programmed dis-
tribution during the 20 K program-erase cycling (writing is per-
formed by ramped voltage programming under the conditions

V, V, V s), and shows a
slight increase with the number of program-erase cycles. This
is consistent with the results of [6]: in fact, with our ramped
voltage programming, is fixed during the whole operation
[7] at a value around ; thus, interface states are created
near the drain region and almost no programming degrada-
tion is expected. Instead, the slight increase in the distribu-
tion mean value is due to the CHE programming enhancement
of a small number of the array cells in the tail of the distribution
due to the effect of EPE.

With this model for EPE, the results of Section V can be
easily explained. In fact, as pointed out in [14], CHE degrades
the channel-oxide interface near the drain region, creating
interface traps whose number increases with stress time (thus
with the number of program erase cycles) with a considerable
saturation of the induced trap density under the condition of
constant stress. Our test chips are cycled using the ramped
voltage programming, essentially leading to constant during
the programming operation. Under this condition, presumably
also is constant, although in our experiments it cannot be
measured since the substrate is common to all cells in the test
chip. More precisely, program-erase cycling produces oxide
degradation, inducing small variations (in particular, during
the 20 K cycles varies less than 10%); thus too can be
considered to exhibit a similar behavior with program cycling.
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Fig. 13. Qualitative representation of the injection current into the FG as
a function of V for different bias conditions. As can be seen, the same
dispersion on I corresponds to larger dispersion in V for higher values
of V .

The behavior of EPE is strictly related to the trapping and
de-trapping dynamics of the interface states, hence with phys-
ical mechanisms similar to those responsible for “random tele-
graph signals” in devices current [15], [16]. Therefore, the fact
that both the number of erratic cells and the maximum
shift increase with the number of program erase cycles and tend
to saturate after 10 K cycles is then explained. Furthermore, de-
creases in and as well as increases in all lead to
higher values of , and, as can be seen in Fig. 13, the same
variations of produce larger variation in (thus on the
programmed ) for higher values of (for a detailed de-
scription of the characteristic and numerical values
of the parameters, see [8]). Consequently, for the same number
of trapped holes, the variation of is (about) the same for all
bias conditions but the programmed shift is larger for oper-
ation conditions featuring higher .

VII. CONCLUSION

In this paper, a new effect that can degrade the reliability
of ML Flash memories was described. This effect, called EPE
consists of the fact that when cycled through some thousands
program-erase operations, a few cells in a large array are pro-
grammed faster than they usually do. This effect is erratic in
that the cells exibiting anomalous behavior are not the same,
but change from one program operation to the next one. EPE is
attributed to the presence of traps in the channel-oxide region at
the drain side, produced by CHE writing.

It has been shown how, due to EPE, cycled devices present
larger distribution width also when P&V algorithms are
used and, although the distribution broadening is still not
a problem for today technology, this could represent a severe
limitation for future generations of Flash memories featuring
three or four bits per cell.
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