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Abstract—A field experiment investigated the evaluation,
teaching, and application of two different approaches to auto-
matic control in programmable logic controllers, in particular
comparing the Unified Modeling Language (UML) to the classic
procedural paradigm (IEC 61131-3). A total of 85 apprentices
from a vocational school for production engineering with a
specialization in mechatronics took part in the training and the
experiment. This paper details the results of the training using
both approaches, and the correlations found between the mod-
eling and/or programming performance and cognitive abilities,
interest, workload, expertise, and school grades. In general, the
results show that students can be trained to carry out authentic
programming tasks within one and a half days, even for begin-
ners in programming. The data distinguish the two approaches.
Function Block Diagram programming (IEC 61131-3) can be best
predicted by the grade in mathematics, programming experience,
and cognitive demand. For performance in UML class diagram
and state chart modeling, the grade in
mathematics plays an even more prominent role; this explains the
greater variance in modeling performance in the UML group than
in the 61131/Function Block Diagram group. With respect to other
findings, the paper concludes that special problem-solving skills
and skills for abstract thinking should be taught when teaching
UML-based modeling approaches.

Index Terms—Automation, cognitive science, engineering
education, modeling, object-oriented methods, programmable
logic devices.

I. INTRODUCTION

M ODEL-DRIVEN object-oriented (OO) software engi-
neering of programmable logic controllers (PLCs) re-

mains a challenge in machine and plant automation [1]. Since
the IEC 61131-3 standard [2] is widely accepted in industrial
automation [3], using OO features for model construction in
this field is still uncommon [4]. According to Thramboulidis
and Frey [3], the benefit of integrating IEC 61131 with Unified
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Modeling Language (UML) lies in being able to use several dia-
grams in order to capture more aspects of the system. This gives
a more complex yet still comprehensible model. Furthermore, it
is assumed that the use of more diagrams leads to the generation
of more abstract mental models.
Several works attempt to integrate IEC 61131 with UML

or SysML, e.g., [5]–[10]. However, previous research on
software engineering with UML shows that while using more
diagrams is confusing [10], using adapted subsets of UML is
helpful [7], [8], [11].
This paper presents a study comparing the teaching of classic

procedural PLC programming versus teaching object-oriented
PLC programming based on UML. Control courses teaching
PLC programming or programmable logic design are manda-
tory for electrical, mechanical, and computer engineering under-
graduates in Germany and elsewhere (cf. [12, Table I] and [13]).
In the Faculty of Mechanical Engineering of the Technische
UniversitätMünchen (TUM),Munich, Germany, PLC program-
ming in IEC 61131-3 and UML is integrated into lectures on au-
tomation and the associated automation lab course offered in the
fifth semester of the Mechatronics and Mechanical Engineering
Bachelor’s degree programs; this course is mandatory for the
Mechatronics students. Further courses for vocational and tech-
nical schools have been developed from these lectures.
The research question posed was whether the chosen ap-

proach to teaching beginners in programming and OOmodeling
was successful in facilitating modeling. A further question was
whether correlations could be found between a student’s per-
formance in modeling and other variables (e.g., [14]–[17]) that
could explain their difficulties in learning OO modeling. Corre-
lations were therefore sought between performance with either
the model-based OO approach using UML [class diagram and
state chart ], or the classical PLC programming
approach using IEC 61131-3/FBD, and students’ cognitive abil-
ities, interest, workload, expertise, and school grades in various
subjects. The main hypotheses were that the correlations would
differ for each approach (modeling versus programming), and
that UML modeling is more demanding and requires certain
cognitive abilities, namely problem solving. When using UML,
mentally representing and defining suitable states and operators
gradually minimizes the discrepancy between the initial and
the end state [18]. Section II briefly discusses the state of the art
in software engineering for production automation to introduce
the two approaches. Section III discusses teaching requirements
and the programmers’ knowledge of automation. Section IV
describes the design of the experimental study and presents the
results. Finally, Section V discusses the results and future work.
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II. STATE OF THE ART IN SOFTWARE ENGINEERING FOR
PRODUCTION AUTOMATION

The IEC61131-3 standard defines five procedural pro-
gramming languages for PLC programming [2]: two textual
programming languages, Instruction List (IL) and Structured
Text (ST), and three graphical languages, Function Block Dia-
gram (FBD), Ladder Diagram (LD), and Sequential Function
Chart (SFC).
Lucas and Tilbury [19] investigated different metrics, taking

one sample of code each from LDs, Petri nets, and modular fi-
nite state machines to evaluate the effectiveness of various logic
control design methodologies using task analysis. According
to [20], the time and manpower required either to create a pro-
gram, to install and debug a program on a machine, or to change
an existing program can be regarded as alternative measures. In
this context, Venkatesh et al. [21] suggest counting the number
of elements required to represent a certain program to mea-
sure its complexity; Lee and Hsu [22] translated programs into
Boolean expressions and counted the number of these required.
This paper focuses primarily on comparing the teaching of

automation software engineering using either OO modeling
with UML in [23]–[25] or procedural programming with IEC
61131-3/FBD. UML specifies different diagram types that set
different priorities. In the following, the focus is on class and
state chart diagrams as important chart types for the preparation
of OO modeling.
Subsequently, the UML CD as a structure-focused type of di-

agram will be discussed in detail. CDs are designed to represent
the system structure in the form of classes. A class is defined
as a summary of objects of similar properties and functionality.
It contains attributes and methods that apply to all elements as-
sociated with the class. The level of abstraction of a class is
dependent on the respective task. Associations and generaliza-
tions between classes are linked to the structure of a program-
ming task. A software structure can be realized by associating
classes with other classes, as well as by creating generalizations
between them. Generalizations specify inheritance from general
classes to more specialized ones.
In contrast to the CD, an SC diagram describes a program

from a behavioral perspective. It shows all discrete states of an
object during runtime. Basically, an SC contains two compo-
nents: states where methods of classes are invoked, and transi-
tions with conditions leading to the next state. The UML-Plugin
for CoDeSys 3, a reference implementation of the OO extension
of IEC 61131-3 [8], provides modeling, coding, and online de-
bugging of UMLmodels, where OO elements can bemixedwith
traditional IEC language elements. Supported diagram types are
CDs for structural description, and SCs and activity diagrams
for behavioral description. The online debugging functionality
is entirely integrated into the IEC 61131-3 environment, thus
the program/model can be monitored during runtime [7].

III. TEACHING REQUIREMENTS AND PROGRAMMERS’
KNOWLEDGE

Most studies investigating the benefit of OO programming
fail to show clear results, perhaps due to different affordances in
teaching. Thramboulidis [23], [24] used constructivist methods
when teaching OO programming and received good evaluations
from his students. Another approach, which is pursued here, is

to examine the competencies related to different programming
approaches.
A different type of authentic (and therefore also construc-

tivist) teaching was chosen by Kim and Jeon [26], who ad-
dressed the problem of how to teach freshmen the basic con-
cepts of embedded systems and how these could be applied to
real-world problems. They used LEGOMindstorms to empower
students to build their own LEGO robots and ANSI-C to pro-
gram and operate them; students scored an average of 56% cor-
rect answers.
Berges and Hubwieser investigated Computer Science

freshmen’s abilities to learn OO programming in two and a
half days with as little (human) instruction as possible [27].
Examining 300 students’ program code, they found that most
were able to write quite satisfying programs. They identified
two types of students: those who accept and apply the OO
concepts, and those who prefer to program in a more traditional
procedural way. They also tried to define the characteristics of
object orientation to evaluate measures for program quality,
e.g., one instance of a class is created.
The problem how to teach freshmen, novices, and students of

introductory courses in computer science or engineering is also
addressed by [26] and [28]–[34]. Faux [28] investigatedwhether
a preprogramming course designed as a breadth-first approach
affected students’ ability to perform coding tasks. He found
that students evaluated the sections on problem solving, algo-
rithm development, and pseudocode as being the most impor-
tant. Jacobson et al. [29] also regarded problem-solving skills as
a prerequisite of design skills for engineering students. Among
other measures, the authors assessed students’ abilities by a
short multiple-choice questionnaire on problem solving, theo-
retical mathematics and physics, English, and the use of SI units.
In order to better develop design skills, hands-on measurements
and communication were stressed. Verginis et al. [30] employed
a Web-based, adaptive, activity-oriented learning environment
(SCALE) in a blended learning setting and trained 175 students
for eight weeks. One of themain conclusions was that successful
students learned from the feedback from the system, especially
when they had initially submitted wrong answers. Like [27],
they discovered two types of students: those who tried to guess
the right answer rapidly (27.8%), and those who responded cor-
rectly after considering the system’s tutorial feedback or other
relevant educational material (72.2%).
Boticki et al. [33] analyze the educational benefits of intro-

ducing the aspect-oriented programming paradigm, in addition
to the object-oriented programming paradigm, into a program-
ming course for undergraduate Software Engineering students.
How the additional aspect-oriented paradigm affects students’
programs, their exam results, and their overall perception of
the theoretical benefits of aspect-oriented programming was as-
sessed by automated analysis of student-created computer pro-
grams, surveys, and exam results. Their results show that “the
use of aspect-oriented programming as a supplement to object-
oriented programming enhances the productivity of novice pro-
gram code software engineering students and leads to increased
understanding of theoretical concepts” [33].
Further papers on programmers’ competencies in modeling

and informatics systems application are related to competence
models, e.g., [14], [15], and [35]. Competence models often
refer to curricula and syllabi. Usually, competencies in this
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context are understood as abilities, skills, and knowledge—a
perspective that is still prominent in most Anglo-Amer-
ican research on competencies. An example is provided by
Curtis [16], who proposed that programming results depend
on individual personal factors and mental abilities. His model
covers intellectual aptitudes, the knowledge base, cognitive
styles, motivational structure, personality characteristics, and
behavioral characteristics. Although Curtis did not empirically
test his model, the factors would appear to have validity.
Other approaches for gaining insights into the competencies

required for different programming approaches or skills are to
analyze interviews from experts in the relevant domain [36]
or to evaluate programmers’ behavior when performing cer-
tain tasks, such as programming [32] or debugging [35]. This
type of research often uses Bloom’s taxonomy, e.g., [37], di-
viding cognitive aspects of learning into six hierarchical levels
(recall of facts, comprehension, application, analysis, synthesis,
and evaluation). Applying that to different programming tasks,
Lahtinen [31] identified six types of student behavior in a cluster
analysis of novice software engineering students: competent,
practical, unprepared, theoretical, memorizing, and indifferent.
Kim and Lerch [38] realized that repetition is required to

learn object orientation. This point of view is also emphasized
by Ruocco [32] and the studies reported above, i.e., [26]–[31].
He selected a phased approach to threading UML throughout
a Computer Science degree program and found that incorpo-
rating UML in the database course and incorporating use case
diagrams as well as sequence and activity diagrams generated a
richer and deeper exposure to UML.
In summary, three facts are important for the present study.
1) Teaching computer science or object orientation to begin-
ners or freshmen requires repeated training, as shown by
longitudinal studies [26]–[32].

2) Certain types of curricular organizations that emphasize
problem solving and other cognitive abilities favor the suc-
cessful teaching of programming and modeling, e.g., [7],
[9], and [11].

3) It is important to investigate aspects of cognitive learning
on different levels, e.g., [32], [35], and [39].

IV. EXPERIMENTAL STUDY

The aim of this empirical study was to investigate whether
the chosen approach to teaching beginners in OO modeling
was successful, and whether correlations could be defined
between students’ modeling performance and other variables,
which could explain their difficulties in learning OO modeling.
The performance measures varied with the Bloom taxonomy
levels for cognitive aspects of learning [39]. Patig [40], [41]
and Gemino and Wand [42] present results of various ex-
periments on the usability of modeling notations. In order to
establish fair conditions for informationally equivalent soft-
ware engineering approaches, different training scenarios and
experimental problem-solving situations were created, and a
suitable task setting and training, supported by Hierarchical
Task Analysis (HTA), was developed [4], [41]. The complexity
of the training and the test was increased, based on Kim [38],
but “isomorphic” problems were used. The characteristics of
object orientation were defined to evaluate measures for the
program quality based on Berges and Hubwieser [27], e.g., by
creating one instance of a class.

Fig. 1. Elements of an IEC 61131 FBD and a UML CD for the experiment
application.

A. Hypotheses and Research Questions

The hypotheses (1, 2) and research questions (Q1, Q2) de-
rived from Section III are as follows.
1) Students trained in OO modeling show an improved mod-
eling performance.

2) The FBD programming training improves students’ pro-
gramming performance.

Q1) Is programming performance in FBD related to other
variables (e.g., cognitive abilities, experience, workload,
and knowledge) than is OO modeling performance in

?
Q2) Is modeling performance correlated to problem-solving

skills?

B. Subjects

The subjects of the study were 85 apprentices from a vo-
cational school for production engineering in Munich with a
specialization in mechatronics. The students, four entire classes
(two from the second and two from the third year), were also ap-
prentices in various companies aroundMunich. The average age
of the subjects was 19.15 years ; 93% of the sub-
jects were male, and only 7% were female. According to their
curriculum and the results of tests of their previous program-
ming knowledge (cf. [4]), all students were being taught pro-
gramming by the procedural paradigm, with a focus on the IEC
61131-3 languages. Object-oriented programming or UML is
not yet included in the curriculum for mechatronics apprentices.

C. Design of the Study

In this experiment, only the SC was used as a UML be-
havioral modeling technique because it is better for detailed
modeling tasks than the activity diagram. A sophisticated UML
code generator plug-in for PLC programming was developed
to meet the tool support demand for the modeling tasks. For the
IEC 61131-3, the programming language FBD, widely taught
and applied, was used (see also Fig. 1). The application chosen
for the experiment has similar components to be modeled/pro-
grammed (see [4], i.e., three storage elements with work pieces
should be sorted into five different terminals according to their
material and color) to analyze whether different variants of a
component will be identified as variations of the component
and already built components will be reused. A full simulation
of the plant was provided for debugging and testing purposes.
The study was carried out as a field experiment with a 2 2

between-subjects design. The factor notation [39] was experi-
mentally varied with either UML CD and SC
or IEC 61131-3 using FBD (61131/FBD). The second factor,
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TABLE I
EXPERIMENTAL DESIGN

expertise, was not experimentally adjusted, but varied naturally
between the less experienced second-year classes and the more
experienced third-year classes; see Table I. (Please note that due
to this fact, advanced experience means advanced knowledge in
automation hardware and IEC 61131-3/FBD, but not in UML.)

D. Procedure

Each of the four classes took part in a training set in
a hybrid-learning environment (HLE), switching between
computer-based and conventional instructional designs. The
digital learning section consisted of a sequenced, 45-min-long
recording of an ideal-type programming approach, using one
of the approaches for each group and four practical training
scenarios with training and instruction. An additional 22

or 21 (61131/FBD) pages of documentation
were provided as a training handout.
Overall, the training lasted one and a half days, with groups

repeatedly performing programming and modeling tasks.
During the second half-day, the subjects performed the exper-
imental task. Before and during the training phases, and after
the experimental phase, the subjects were asked to assess the
training in several questionnaires.

E. Performance and Related Variables

Data were obtained for several variables assumed to be re-
lated to programming/modeling performance. These variables
are the graduation and special grades in mathematics, German,
automation, and mechatronics, as well as cognitive capabilities,
motivation levels, challenge, and workload (single instruments
are described in [3]).
Two methods were employed to obtain the performance vari-

ables.
1) Before and after the training, students took an 18-item
knowledge test, requiring them to name and explain the
function of components, terms, and definitions and to rec-
ognize or IEC 61131/FBD. The tests
lasted about 4.5 min and differed in content for 61131/FBD
and .

2) A second dependent performance variable was the pro-
gramming/modeling achievement itself. To obtain this
value, the developed models/programs were stored and
analyzed manually by two evaluators, who compared
them to a full reference model (interrater reliability from

up to ). The trainees’ performance was
measured as number of correctly modeled or programmed
elements, and compared with respect to structure (classes
or FBDs) and behavior (state charts and FBDs). These
performance scales serve as performance scales for struc-
ture and behavior as well as being an overall measure.

Fig. 2. Results of the knowledge tests before and after the training for beginners
in IEC 61131-3.

3) To measure problem-solving skills, which should be cor-
related to modeling performance according to the second
research question (Q2), the beginner
group worked on a well-defined toy problem known as
missionaries and cannibals (MAC). The pure processing
time, after instruction and clarification of questions, was
15 min. In terms of ecological validity, Jeffries et al. [18]
claim that the mental processes for solving the problem
highly overlap with those used to solve other formal
iterative problems.

F. Results

The data were analyzed using three methods. First, an
analysis of variance (ANOVA) was applied to test differ-
ences between the variances of several groups in order to
show whether their performance changed after the training
approaches and whether their performance differed between
classes due to expertise level differences. Then, correlations
were computed as a measure of the relation between program-
ming/modeling performances on different performance scales.
Subsequently, differences in relations between the two software
engineering approaches (see hypothesis 3) were shown by com-
puting regression models for the programming performance for
both approaches.
Hypotheses 1 and 2: In order to examine hypotheses 1

and 2, an ANOVA with the dependent variable knowledge
before and after the training was carried out. The analysis
examined the within factor (before and after the training) and
additionally two between factors (notation and expertise). The
results show that the training was highly effective since the
knowledge before and after the training differed significantly

. All participants
learned from the training. Regarding the factors notation

and expertise
, highly significant

differences are found, which means that the UML/SC-groups
and 61131/FBD-groups as well as the experienced and not
experienced groups differ with respect to the knowledge
tested. Both interactions (training*notation:

; training*notation*expertise:
) were also highly

significant, indicating that the -group had
learned even more from the training because of their poor
results before the training (see also Fig. 2) and their lack of
prior knowledge.
Research Questions and Related Analyses: In order to

give insights into the differences between the two program-
ming/modeling approaches, the correlations were computed
between the performance in programming/modeling for both
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TABLE II
CORRELATIONS SEPARATED FOR 61131/FBD AND

software engineering approaches and the variables listed
above (i.e., grades in different subjects, cognitive abilities and
motivational variables). The grades were transformed into
positive values ranging from 1 to 5, with higher values indi-
cating better results. For the overall performance measures for

and 61131/FBD, the significant correlations
and tendencies

given in Table II were found. At this summarized level, nearly
all surveyed measures of cognitive ability, motivation, and
grades were at least somewhat related to certain aspects of
programming/modeling performance. The only exception for
summarized correlations was the grade in German. Further-
more, a certain structure can be detected when the different
scales are examined. Cognitive abilities and the grade in
mathematics were mainly correlated to the performance scale
structure, whereas the other variables were significantly related
to the scale behavior or, in the case of previous knowledge,
with both scales.
Since the differences in the relations between the two ap-

proaches ( versus 61131/FBD) were especially
interesting, the correlations were also examined separately (cf.
Table II). When examining 61131/FDB programming, the cor-
relations stayed nearly the same. Differences only arise for in-
terest, which is not meaningful.
In contrast to the 61131/FBD approach, the result for perfor-

mance scales for the groups was not related
to cognitive abilities. They were, however, more highly related
to the grades in mathematics and stayed nearly the same for the
grades in mechatronics. The grades in automation and German,
motivational factors, and previous knowledge in modeling are
not relevant for the correlations. performance

scales show only weak correlations with subjective ratings of
cognitive demand and show a mean correlation with frustration,
especially for the performance scale behavior.
On the basis of these findings, it can be stated that OO

modeling and FBD programming show different relations to
variables such as cognitive abilities, experience, workload,
and knowledge. A separate examination of the beginners in

indicates another difference. This
group shows slight correlation between the performance scale
structure and the grade in German .
However, further examination of the various experimental
groups according to Table I was not warranted because of the
low number of cases in each group.
To give more insight into the differences addressed with

research question Q1, regression models for the program-
ming performance in both approaches were computed. The
main regression weights (ß) were also listed in Table II.
The regression model for 61131/FBD programming (

, explained variance: 42.6% [corrected: 33.6%]) differs
from the model for programming (

; explained variance: 52.0% [corrected: 41.6%]). Again,
the regression models show the differences in explaining the
two approaches: Student performance in the

groups seems to be less related to previous knowledge
and cognitive abilities than does student performance in the
61131/FBD groups. Unfortunately, none of the 18 students
tested found a solution to the MAC task.

V. DISCUSSION AND CONCLUSION

The first two hypotheses served as a treatment check to
show that students can be trained to carry out authentic
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programming tasks within one and a half days. It can be
stated that the training for the different programming ap-
proaches—61131/FBD and —was extremely
successful when performing a task in a PLC programming
environment. The created HLE, in combination with the ad-
ditional handout, allowed switching between computer-based
and conventional instructional designs, letting the apprentices
exercise the programming/modeling tasks repeatedly. This
prepared them so well for the test situation that they possessed
significantly more knowledge afterwards in both programming
approaches. The results presented with hypotheses 1 and 2
therefore support the reported findings of the importance of
adequate time and authentic problems when teaching freshmen
or beginners programming/modeling.
Q1 required examination of the prerequisites for program-

ming/modeling. In this context, cognitive abilities, experience,
motivational variables like interest and frustration, workload
(cognitive demand), and knowledge were of interest. It was hy-
pothesized and confirmed that the programming performance
in 61131/FBD is related to variables other than those related to
OO modeling with . The results showed that
61131/FDB programming is mainly related to cognitive abil-
ities, mathematics, automation, mechatronics, and the subjec-
tive ratings of cognitive demand and frustration, as well as pre-
vious knowledge. In contrast, modeling is not
related to cognitive abilities and previous knowledge, but is
related to mathematics and mechatronics. Regression models
went in the same direction. Mathematics explains more vari-
ance of modeling performance in the group
than in the 61131/FBD group. Therefore, it is concluded that
abilities determining mathematical competencies are more rel-
evant for learning and modeling with than for
classic procedural paradigms (IEC 61131-3). This might also be
due to the high taxonomy level of the cognitive skills (synthesis
and evaluation) students had to demonstrate in the experimental
programming/modeling task.
Another question was related to themethod of preparing com-

puter science students and the role of problem solving. Unfor-
tunately, none of the 18 students tested on untrained and ab-
stract problems were able to find a solution within the limit of
15 min of pure processing time. This time limit might, however,
be a point of criticism, in that the MAC problem can take some
time for a beginner to figure out. This should be examined in a
follow-up study. On the other hand, together with the findings
that mathematics played a key role in modeling
and that demanding tasks are correlated to better performance
(on a high level), poor problem-solving skills might also indi-
cate that abstraction is the key to the successful application of

.
In summary, it is concluded that performance in PLC pro-

gramming with is limited and can be improved
through two different factors.
1) Previous knowledge of 61131/FBD and
notations has to become more comparable. Therefore,
teachers in vocational and higher technical schools will
be trained for the next experiment, so that they can pass
on their knowledge in the classroom to the apprentices
and technicians. For experienced engineers in industry, a
training session needs to be designed that includes these
results and supports those engaged in an engineering task

to change from pure IEC 61131-3 programming to an OO
model-based software engineering in automation.

2) The participants should also be trained beforehand in
problem-solving skills and abstract thinking. A procedural
diagnosis of problem-solving skills (e.g., thinking aloud)
with a small (sub)sample in advance could give some
indication as to how the specific training might look.

Based on these results, the training exercises developed, in-
cluding videos, handouts, simulations, and so on, will be revised
and integrated in the 2013 offering of TUM’s fifth-semester
automation course and associated lab course for Mechatronics
and Mechanical Engineering undergraduates. Cooperating
vocational and technical schools are adapting the developed
training for future courses on PLC programming, particularly
since OO has just become mandatory in the curriculum for
technicians in Germany.
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