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T H E  UNSTRUCTURED NATURE 
and volume of textual information make 
the difficult task of information retrieval 
even more problematic Document man- 
agement systems provide little support for 
suggesting appropriate search terms or 
helping users articulate their queries, leav- 
ing users to search the document space 
themselves, using the system’s basic pat- 
tern-matching capability 

Researchers and practitioners hdve pro- 
posed various AI methods to help users 
choose search terms and articulate queries d5 a concept Apace. in which users browse 1 date concepts from different knowledge 
(See the sidebar on related work, pp  26- and relate vdrious domain-specitic con- 1 sources 
27 ) A widely accepted approach is to in- ’ c e p t s  a n d  s igni f icant ly  a u g m e n t  the i r  Also, the thesaurus lookup and term 
corporate thesaurus-like components that 1 menta l  perception and knowledge about , switching (traversing a single cross-refer- 
represent important concepts in the subject 1 specific domains ence link) supported by most document 
area and their semantic relationships The- I management systems can lead to two de- 
sauri can be created from existing sources 1 thesauri in document management sys- 1 sign problems that resemble hypertext’s 
such as Roger’s Thesaurus, developed by tems are problematic First, existing the- 1 browsing difficulties. the “embedded di- 
users, or generated automatically by ap- 1 sauri often represent a general subject 1 gression problem,” in which d large the- 
plying statistics-basedcluster analysis tech- area, so they usually need significant en- 1 saurus confuses and disorients users, ana  
niques to stored documents , hdncement to be tailored to a specific 1 the “art museum phenomenon,” in which 

When a document management system application User-defined or Fystem-gen- 1 users spend a great deal of time learning 
incorpora tes  a thesaurus ,  users  c a n  ask  erated thesauri represent subject-area 1 nothing specific ’ 

THIS BLACKBOARD-BASED DESIGN USES A NEURAL-NET 

MULTIPLE THESAURI. GUIDED BY HEURISTICS, THE 
SPREADING-ACTWATION ALGORITHM TO TRAVERSE 

ALGORITHM ACTWATES RELATED TERMS IN THE THESAURI 
AND C O W R G E S  ON THE MOST PERTINENT CONCEPTS. 

Still, both the development and use of 

i t  to  find synonyms o r  related concepts. 
The process of continuously tracing cross- 
referencing relationships in the thesaurus 
helps increase the search recall (a measure 
of how well a user retrieves all relevant 
documents). The thesaurus can be viewed 
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knowledge better than existing thesauri, 
but the concepts represented may be too 
specific (that is, without proper context) 
to be useful to novice users. For systems 
with multiple thesauri, there is an obvi- 
ous problem of how to use and consoli- 

Our document management system uses 
a neural-net spreading-activation algorithm 
that lets users traverse multiple thesauri. 
Guided by heuristics, the algorithm acti- 
vates related terms in the thesauri and con- 
verges on the most pertinent concepts. 
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Related projects 

Many researchers in information science 
and computer science have tried in recent 
years to capture an expert’s domain knowl- 
edge for information retrieval. One example 
is CoalSort,’ a knowledge-based interface 
that facilitates the use of bibliographic 
databases in coal technology. A semantic 
network representing an expert’s domain 
knowledge embodies the system’s intelli- 
gence. The Grant expert system’ finds 
sources of funding for research proposals. 
Its search method-constrained spreading 
activation in a semantic network-makes 
inferences about the user’s goals and thus 
finds information that the user did not 
explicitly request but that is likely to be 
useful. The expert system developed by 
Shoval’ suggests search terms. It is com- 
posed of a knowledge base and rules. The 
knowledge base is represented as a seman- 
tic network in which the nodes are words, 
concepts, or phrases. Links express the se- 
mantic relationships between nodes. The 
rules, or procedures, operate on the knowl- 
edge base and are analogous to the decision 
rules or work patterns of the information 
specialist. The Coder system4 uses a thesau- 
rus generated from the Handbook o f A r t i f -  
cia/ Intelligence and Collin’s Dictionary. 
The Intelligent Intermediary for Informa- 
tion Re t r i e~a l ,~  or 13R, consists of a group 
of “experts” that communicate via a com- 
mon data structure, called the blackboard. It 
includes a user model builder, a query mod- 
el builder, a thesaurus expert, a search ex- 
pert (for suggesting statistics-based search 
strategies), a browser expert, and an ex- 
plainer. Chen and Dhar6 incorporated a por- 
tion of the Library of Congress Subject 
Headings into the design of an intelligent 
retrieval system that uses a branch-and- 
bound spreading-activation algorithm to 
help users articulate queries. 

The National Library of Medicine’s the- 
saurus projects are probably the largest-scale 

A blackboard approach for 
knowledge-base integration 

To integrate the knowledge in various 
thesauri and facilitate their most effective 
and “intelligent” use, we adopted a black- 
board architecture. This approach has prov- 
en useful in organizing and coordinating 
complex knowledge sources and in assist- 
ing joint, opportunistic problem solving. It 
has been applied successfully in the design 
of various knowledge-based systems, in- 
cluding Hearsay-II,* 13R,3 and Coder.4 A 
typical blackboard architecture consists of 
three components: a blackboard, knowl- 
edge sources, and control modules.* 

effort that use the knowledge in existing the- 
sauri. In one project, Rada and Martin’ ex- 
perimented with automatically adding con- 
cepts to Mesh (Medical Subject Headings) 
using two thesauri, the Current Medical In- 
formation and Terminology and the System- 
atized Nomenclature of Medicine. The Uni- 
fied Medical Language System project is a 
long-term effort to build an intelligent auto- 
mated system that understands biomedical 
terms and their interrelationships and uses 
this understanding to help users retrieve and 
organize information from machine-read- 
able  source^.^-^ The UMLS includes a met- 
athesaurus. a semantic network, and an in- 
formation sources map. The metathesaurus 
contains information about biomedical con- 
cepts and their representation in about 10 
different vocabularies and thesauri. The se- 
mantic network contains information about 
the types of terms (such as disease, virus, 
and so on) in the metathesaurus and the per- 
missible relationships among these types. 
The information sources map contains in- 
formation about the scope, location, vocab- 
ulary, and access conditions of biomedical 
databases of all kinds. Most of the knowl- 
edge bases used in these systems were ei- 
ther generated manually from the domain 
experts via the knowledge acquisition pro- 
cess or derived from existing thesauri 
(which were first created manually by some 
indexing or subject experts). 

Complementary to manual knowledge 
base creation is the automatic thesaurus- 
generation approach, which can be extreme- 
ly useful in capturing the specific domain 
knowledge in textual databases. Virtually 
all techniques for automatic thesaurus gen- 
eration are based on the statistical co-occur- 
rence of word types in text.”’-’? Similarity 
coefficients are often obtained between 
pairs of distinct terms based on coincidenc- 
es in term assignments to the documents of 
the collection. For example, a cosine com- 

The blackboard. The data and the par- 
tial results involved in the problem-solv- 
ing process are kept in a global working 
area, called the blackboard. In information 
retrieval applications, users are interested 
in documents and search terms (such as 
keywords, authors, organizations, andjour- 
nal names). During a search, the user’s 
own subject area knowledge, intermediate 
search results, thesaurus terms, and other 
incidental cues displayed on the screen 
may trigger appropriate search terms and 
help the user find relevant documents. Our 
blackboard has two working areas that act 
as “notepads,” where users can examine 
the status of their search results, refine or 

putation can be used to generate normalized 
term similarities between 0 and 1. When 
pairwise similarities are obtained between 
all term pairs, an automatic term-classifica- 
tion process such as single-link or com- 
plete-link classification can group into com- 
mon classes all terms with sufficiently large 
pairwise similarities. The terms in these 
classes can replace the initial search terms 
and be used to increase search recall. 

Thesauri in commercial full-text 
retrieval systems 

To understand the role and functional- 
ities of thesauri in commercial full-text re- 
trieval systems, we examined several major 
software packages on the market: 

Topic from Verity (Mountain View, Cal- 
ifornia); 
Basis/Plus from Information Dimensions 
(Dublin, Ohio): 
Fulcrum Ful/Text from Fulcrum Tech- 
nologies (Ottawa, Ontario, Canada); 
Elexir from Third Eye Software (San 
Jose, California); and 
Savvy/TRS from Excalibur Technologies 
(McLean. VirEinia). 

Each has the structural capability to incor- 
porate a thesaurus; that is. they each have 
some type of thesaurus, either manually 
built or included from an outside source. 
They can also incorporate thesaurus terms 
during the retrieval process. 

Topic is different from most full-text re- 
trieval systems in that i t  performs concept- 
based information retrieval. Queries are cre- 
ated using a tree-structured hierarchy of 
topics, akin to a small user-defined thesau- 
rus. The software captures and stores in top- 
ic trees the expertise of individuals knowl- 
edgeable about any given subject. Users 
define the relationships between subtopics, 
words. and phrases; express the importance 

articulate their information needs, or con- 
tinue the search using the terms or docu- 
ments on the blackboard. 

Two types of data are posted in separate 
areas of the blackboard. At the first level, 
the user generates or selects search terms 
that represent the concepts in the queries. 
These terms are posted on the concept 
blackboard, line by line. During a retrieval 
session, these concepts may evolve due to 
the user articulating his or her needs, the 
system suggesting specific concepts, or 
other incidental clues triggering new ideas 
in  the user. The user can erase terms, or 
mark terms to browse or activate the vari- 
ous thesauri. 
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of each piece of evidence in the tree to the 
overall concept; and establish rules for 
combining the weighted evidence in the 
tree. Topic can also include user-specified 
synonyms as well as external thesauri such 
as Roget’s. Users can browse the thesaurus 
and include related terms in their queries. 
Verity said recently that it will soon offer 
domain-specific knowledge bases in fi- 
nance and accounting. 

tool with a sophisticated query language, 
refined indexing that relies on the B-tree 
method, a screen manager, and security 
with various protection levels. The thesau- 
rus module in Basis/Plus uses controlled 
vocabulary and performs term switching 
(from common search terms to preferred 
terms), and supports the 13 ANSI standard 
relationships (for example, broader and nar- 
rower terms). To ensure thorough retrieval, 
users can browse the thesaurus to find the 
relationships associated with specific terms. 
The thesaurus also supports interactive dia- 
logue in several European languages. 

Fulcrum Ful/Text is a full-text indexing 
and retrieval software suited to applications 
involving both structured and unstructured 
text. It contains a library of over 100 call- 
able routines that can be used by applica- 
tion developers to create their own docu- 
ment management environment. 

Elexir also provides a library of index- 
ing, retrieval, format conversion, and inter- 
face routines that can be customized for us- 
ers’ applications. Both Fulcrum Ful/Text 
and Elexir can incorporate an external the- 
saurus such as Roget’s as a search aid. 
These systems can search their thesaurus 
and allow the user to draw terms from it. 

Savvy was originally developed as a li- 
brary of callable C routines. This library of 
neural-network programs was repackaged 
for sale as various systems, including Sav- 
vy/TRS. With the optional thesaurus mod- 

BasislPlus is an application development 

At the second level, documents derived 
during the search are recorded on  the doc- 
ument blackboard. Each document is  sum- 
marized by an  identifier followed by the 
first line of text. During information re- 
trieval, users scan and select relevant doc- 
uments, which are then recorded and can 
be evaluated, updated, or  erased at  any 
time during a search. As users’ queries 
become more focused and well articulated 
after extensive iterations, documents post- 
ed o n  the blackboard will have high recall 
and precision. 

Knowledge sources. In a blackboard 
architecture, the knowledge needed to  ac- 
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ule, Savvy/TRS lets users search for syn- 
onyms through a thesaurus file that they can 
create or obtain from the public domain. 
These content-based searches use one or 
more synonymous or associated phrases at 
the same time. 

Most commercial full-text retrieval sys- 
tems provide some thesaurus modules, which 
are either user-defined or extracted from ex- 
isting sources and generally deemed useful 
and necessary. Except for Topic’s domain- 
specific knowledge bases, most thesauri that 
are generated from existing sources are not 
domain-specific. None of the commercial 
products adopts a system-generated thesau- 
rus, and there are no effective ways other 
than simple browsing and term replacement 
to help users traverse these thesauri. 
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information retrieval in  an  operational 
Russian-computing database that occupies 
more than 200 Mbytes and contains over 
40,000 documents (articles, book chap- 
ters, product brochures, and so on). Each 
thesaurus has a unique structure and vo- 
cabulary and can be activated individually 
or  with others to  aid on-line concept-based 
information retrieval. 

The Mosaic knowledge base. Mosaic KB 
was automatically created by cluster anal- 
ysis of the documents in  a database that 
was developed by the University of Arizo- 
na’s Mosaic research group. I t  is  our most 
domain-specif ic  thesaurus,  containing 
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knowledge most relevant to the database’s 
subject area, Russian computing. The data- 
base, created in Ingres, was designed to 
support research on computing in the former 
East-bloc countries. Researchers from dif- 
ferent parts of the world access this data- 
base for information retrieval and intelli- 
gence analysis. The Mosaic researchers 
have maintained and used the database for 
the past nine years in areas such as East- 
bloc computing evaluation, industry poli- 
cy analysis, technology assessment, and 
export control recommendations on US 
information products. Information was 
entered through a template-driven process; 
it was often very unstructured, ranging 
from articles, book chapters, and technical 
reports to business cards, foreign-trip re- 
ports, and electronic-mail messages. 

For each document stored in the data- 
base, descriptors such as keywords, per- 
sons, organizations, countries, and folders 
indicate the document’s context and con- 
tent. Documents of similar content, col- 
lected over time from different sources, 
often contain similar descriptors. The co- 
occurrence of descriptors in documents 
can reveal relationships between impor- 
tant topics (projects, computers, policy, 
and so on), crucial persons, relevant orga- 
nizations,  and countries in East-bloc 
computing. 

T o  create Mosaic KB algorithmically, 
we adopted a few cluster analysis algo- 
rithms, including the cosine similarity func- 
tion. The resulting knowledge base con- 
tains about 20,000 concepts (nodes) and 
280,000 weighted relationships (links). Our 
algorithms identified five types of seman- 
tic objects in the Mosaic database and their 
corresponding links. Keyword objects and 
related-keyword links (also called related- 
term or RT links) describe related topics, 
machines, projects, and so on (for exam- 
ple, “technology transfer,” “MVS 8 IO”).  
Folder objects and related-folder (RF) links 
represent related user-created folders (for 
example, “softlaw.dat” for the Russian 
software protection law folder). Person 
objects and related-person (RP) links indi- 
cate the people related to a document (for 
example, “Y. Andropov”). Organization 
objects and related-organization links (RO 
links) indicate institutions related to a doc- 
ument (such as “Academy of Science in 
Kiev”) and country objects and related- 
country (RC) links indicate related coun- 
tries such as “USSR” or “Poland.” 

We evaluated thi5 knowledge base in a 
cognitive experiment.j Mosaic KB outper- 
formed four experts in recalling relevant 
concepts in East-bloc computing. Using 
the knowledge base as  a concept articula- 
tion aid, the experts improved their recall 
significantly, but their precision worsened. 
Among the four thesauri developed, the 
Mosaic KB has proved to be the most 
comprehensive and domain-relevant knowl- 
edge source. 

TO CREATE MOSAlC 
ALGORITHMICALLY, WE 

ADOPTED A FEW CLUSTER 
ANALYSlS ALGORITHMS. THE 

RESULTlNG KNOWLEDGE BASE 
CONTAlNS ABOUT 20,000 

280,000 WElGHTED 
RELATlONSHlPS (LINKS). 

CONCEPTS (NODES) AND 

The Mosaic tree. The second knowledge 
source we included was the Mosaic direc- 
tory tree, manually created by the Mosaic 
analysts over the past decade. The tree 
represents the complete folder hierarchy of 
research topics of special interest to the 
analysts. It contains nodes at different lev- 
els, indicating the topics of interest to a 
particular Mosaic researcher, and the leaf 
nodes point to specific folders. 

The hierarchy consists of four levels of 
specificity, with the root node indicating 
all the countries in the former Council for 
Mutual Economic Assistance (established 
in 1949 to promote trade and economic 
cooperation among the USSR and its al- 
lies). The hierarchy indicates the narrow- 
er-term and broader-term relationships 
between nodes of various levels. Currently 
the tree contains about 680 leaf nodes and 
10.100 folders (each leaf node associates 
with multiple folders). There are term and 
folder object types, and narrower-term, 
broader-term, and related-folder link types. 

ACM Computing Review Classification 
STstem. The third thesaurus represents the 

general computing categories used by the 
ACM to classify computing literature. The 
ACM CRCS is based on a hierarchical 
structure with four levels of specificity. 
Terms fan out level by level. Although its 
classification structure is simpler and its 
subjects are less relevant to East-bloc com- 
puting than those in the Mosaic tree or 
Mosaic KB, it nicely represents general 
computing terms and their relationships. 

We identified two types of terms from 
the ACM CRCS. The first deals with spe- 
cific and unambiguous topics such as “ar- 
tificial intelligence” and “machine learn- 
ing,” similar to Library of Congress subject 
headings. The second type indicates gener- 
al computing-related categories that can be 
appended to any term in the ACM thesau- 
rus: for example, “verification,” “docu- 
mentation,” or “testing.” W e  identified 18 
general categories and 1,141 specific terms 
from this thesaurus. 

We also identified five types of relation- 
ships: 

BT and NT indicate broader and narrow- 
er hierarchical relationships between 
specific terms, respectively; 
R T  indicates associative relationships, 
shown in theparentheses following some 
terms; and 
IsA and Inst indicate is-a and instance- 
of relationships between specific terms 
and general categories. 

For example, “microprogram design aids- 
verification” (a specific term) is-a kind of 
“verification” (a general category), or con- 
versely, an instance-of “verification” is 
“microprogram design aids-verification.” 
IsA and Inrt can be considered special 
cases of the broader-term and narrower- 
term relationships, respectively. W e  iden- 
tified 2,922 relationships from the ACM 
CRCS. 

Library of Congress Subject Headings. 
The LCSH represents general computing 
terms selected by the Library of Congress 
for classifying computing-related books. 
The LCSH is network-based and cross- 
referenced, and its terms indicate topics. 
Five types of relationships exist between 
terms: 

R T  indicates an associative relationship, 
BT/NT indicate hierarchical relation- 
ships, and 
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’ Figure 1. Frame-based representations for the 
knowledge sources. ;ybernetic sense) in the search as is pro- 

h c e d  by the indexers in their indexing.6 In 
terms of query refinement, users often do 
not hxie “queries,” but what Belkin calls 
an “anomalous state of k n ~ w l e d g e . ” ~  Us- 
Zrs often expect to refine this anomalous 
state into a query through an interactive 
process. 

Users’ initial search terms are taken as 
the triggers to identify other semantically 
relevant indexes from the various knowl- 
edge sources. The system consults the the- 
sauri, activates and ranks relevant indexes, 
and then lists the thesauri that match the 
search terms. Users are free to browse any 
of the matched thesauri, and their selected 
terms are maintained in the concept space. 

Terms suggested by the system also serve 
as clues to help users articulate their needs. 
Interaction continues iteratively as the user 
selects and marks relevant terms, activates 
thesaurus terms, makes more selections, 
activates more thesaurus terms, and so on. 
During this human-system interaction cy- 
cle, the thesauri can become a concept 
exploration or convergence aid, alleviat- 
ing the cognitive demand on users to refine 
their “anomalous state of knowledge.” 

Each knowledge source is explored in 
turn. Besides being able to delete and re- 

Use/UF (use or used for) indicates a 
synonymous relationship. 

Our LCSH subset contains 1,142 terms 
and 8,141 relationships. It is more general 
than the other three knowledge sources in 
the computing domain. However, its broader 
scope of coverage may help novice users 
articulate their general, fuzzy queries. 

Knowledge source structure. The frame- 
based representations of the four knowl- 
edge sources are stored as Ingres relations 
(see Figure 1). For storage reasons, we 
assigned a unique integer identifier to 
each thesaurus object. We then stored each 
object, its neighbors, and their relation- 
ships in a separate relation. For Mosaic 
KB, which includes weighted relationships 
between terms, the weights are also stored 
in the relations. Ingres provides a struc- 
tured and convenient way of storing a vast 
amount of information in the various the- 
sauri. 

Since Mosaic KB is extremely domain- 
specific, it serves as the connecting struc- 
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Search on Country information 
Search on Directory information 
Search on File information 
Search on Keyword information 
Search on Line (ful l  text) 
Merge files of textids 
Search on Name (person) information 
Search on Orgld (organization) information 
Search on Refld (reference) information 
Search on Textld information 

(V) Viewhnanipulate defaults for And, Number, Select, Since, Sort, Thesaurus 1 
I (W) Viewhanipulate defaults for /Nametype 
I Enter letter or  combinations (7 = Help, X = exit) ==> 
, - ~- 

Figure 2. Menu-driven retrieval display for database searches (Display 1). 

ture for the other three knowledge sources. 
Nodes represented in the LCSH, the ACM 
CRCS, and the Mosaic tree overlap in some 
way with the descriptors in the Mosaic KB. 
The Mosaic tree and Mosaic KB are more 
directly relevant to East-bloc computing, 
while the LCSH and the ACM CRCS pro- 
vide contextual structures for understand- 
ing general computing concepts. 

Thesaurus browsing 

Our system provides two control modes, 
a browsing module and an activation mod- 
ule, that determine the sequence of opera- 
tions, that is, which knowledge source to 
use, when, and how. With the browsing 
module, users have full control over which 
knowledge sources to browse and what 
terms to select. 

Forming queries. The system provides 
two methods for specifying queries: Users 
can state their queries at the VAXIVMS 
command level, or retrieve documents 
through the menu-driven retrieval module. 
When using the “View Main Menu” (see 
Figure 2), users can select combinations of 
search types. For instance, if the user en- 
ters “KO” at the prompt, the system asks 
the user to enter a keyword and an organi- 
zation to initiate the search. If the user then 
enters “database” and “IBM,” the equiva- 
lent command line query would be 

$ View / Thesaurus / Keyword =Database 
/ Orgld = IBM 

In either case, search terms are elicited and 

1 

recorded in the blackboard’s concept space 
area. 



U R  ; Soviet Union 
Software 
DBMS 
ACMDBMS.hot ; [scratch.wolcott.acm] 
US ; United States 
DBMS.gen ; [cema.software.system.dbms] 
DBMS.dat ; [cema.software.system.dbms] 
Communications 
Network 
0 KA 
Programming 
Training 
CZ ; Czechoslovakia 

(F) Educathot ; [cema.applicat.education] 
(F) Nets.hot ; [cema.networks] 

I I (F) Wegner.hot ; [scratch.wolcott.acm] 

I 
Figure 3. The Mosaic KB terms related to ”database management” (Display 2). 

16 found; Arrows to scroll, (4-), (J)ump, (S)elect (max=8), (X)it, ?=Help 

each knowledge source to move to the 
blackboard’s concept space. They may go 
out to the text at any time and retrieve a 
ranked list of documents based on the terms 
in the concept space at that time. Figure 3 
shows the top-ranked Mosaic KB terms 
suggested by the system with an initial 
query request for “database management.” 
These terms are ranked in decreasing order 
of relatedness, and their object types are 
also displayed: (F) stands for folder, (K) 
for keywords, (0) for organization, (N) for 
person name, and (C) for country. Figures 
4 and 5 show the related ACM CRCS and 
LCSH terms, respectively, for “database 
management.” 

The lists in Figures 3,4, and 5 appear on 
consecutive screens, giving users the op- 
portunity to manipulate the Mosaic KB, 
ACM CRCS, and LCSH terms, in that 
order. After terms are selected from each 
screen, the concept space is displayed once 
again. From this point, users can delete 
terms, iterate inside the thesaurus once 
again, or go directly to a ranked document 
set based on the terms in the concept space. 

Retrieving, ranking, and selecting 
documents. When users feel comfortable 
with their articulated queries, they can ac- 
tivate the system’s document retrieval 
module, which uses the marked terms in 
the concept space to search the complete 
database. Each document retrieved is as- 
signed a score by computing the number of 
matched indexes in the document. The sys- 
tem presents a summary table showing the 
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number of documents matched with the 
different numbers of indexes. For exam- 
ple, for a request of five query terms, the 
system may find 34 documents that have 
all five terms as indexes, 234 documents 
with four matched terms, 550 documents 
with three matched terms, and so on. 

Documents are presented in decreasing 
order of relatedness in a summary format: 
a document identifier plus the first line of 
text. Users can browse the complete con- 
tents of these retrieved documents or can 
jump from one document to another. A 
sample retrieved document is shown i n  
Figure 6. The selections at the bottom of 
the menu indicate the options users have 
for retrieving document-related informa- 
tion (such as index and country) or per- 
forming document-specific operations (such 
as update or output). During document 
browsing, users can mark the documents 
they deem relevant, and these documents 
will be posted in the blackboard document 
space. 

As a future extension of our current 
implementation, users will be able to mark 
documents posted on the document space 
and request that the system perform a “con- 
cept-based” relevance feedback, including 

identifying the indexes i n  the selected 
documents, 
automatically activating relevant con- 
cepts in the various thesauri, 
performing a document search using the 
initial document indexes and the activat- 
ed thesaurus terms, and 

ranking the retrieved documents in de- 
creasing order of relatedness. 

In contrast to the conventional relevance 
feedback method, which uses the initial 
document indexes to perform the docu- 
ment search, a “concept-based” relevance 
feedback method uses the various thesauri 
to identify other semantically relevant, but 
syntactically different terms. 

Implementation. We have incorporated 
the thesaurus-browsing module into the 
Mosaic search environment. Some research- 
ers have indicated that the thesauri, espe- 
cially the domain-specific Mosaic KB, were 
excellent tools for assisting query articula- 
tion. Mosaic KB helped reveal the explicit 
semantic relationships between objects of 
interest. In particular, it provided semantic 
interpretation (for example, related key- 
words, persons, and organizations) for pre- 
viously obscure folders (created by research- 
:rs in the past). Some researchers even 
suggested using the system’s knowledge 
about the folders to filter incoming docu- 
ments and to make automatic, semantics- 
based folder assignments. Junior research- 
x s  also used our knowledge sources as 
learning aids, exploring and traversing the 
knowledge network to become familiar with 
topics of interest. 

Thesaurus activation 

The rich semantics and cross-references 
provided in the various thesauri allow users 
to easily enter, explore, and navigate in a 
network of knowledge. However, to help 
users focus their attention and browse ef- 
fectively in a huge networWhierarchy of 
concepts and to avoid the classical prob- 
lems described earlier, we need active and 
intelligent means for assisting traversal. 
With the activation module, users can re- 
lease control and let the system’s underly- 
ing neural-network algorithm traverse the 
knowledge sources, automatically activate 
associated terms in the thesauri, and make 
suggestions. This process is generally trans- 
parent to users. 

Spreading activation, a memory associ- 
ation mechanism originating from human- 
memory research, has been used success- 
fully in various applications. For example, 
semantic-net-based retrieval systems such 
as Grant have adopted heuristics-guided 
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spreading-activation algorithms.8-' The  
concept has also been applied in neural- 
net-based retrieval systems, such as the 
Adaptive Information Retrieval system." 
Even though both representations are di- 
rected graphs, semantic nets typically rep- 
resent the logical, labeled relationships 
between nodes, while neural nets represent 
weighted, probabilistic links between nodes. 
However, this distinction has become 
blurred by the development of more com- 
plex, hybrid systems that incorporate both 
semantic and neural nets."-" Our system, 
which includes thesauri based on labeled 
links (LCSH, ACM CRCS, and the Mosaic 
tree) and weighted links (Mosaic KB), is 
also a hybrid system. 

The Hopfield net algorithm is a classical 
method of inferencing in a weighted net- 
work.'3 The Hopfield net can be used as 
associated memory, where unknown input 
patterns (for example, fuzzy queries) can 
be classified and disambiguated based o n  
the knowledge embedded in the network. 
By assigning normalized weights to all the 
labeled links based on the weights associ- 
ated with Mosaic KB, we can create four 
networks of labeled, probabilistic links that 
can be activated by a Hopfield-net-like 
algorithm. 

Our weighted network of knowledge 
sources can be viewed as interconnections 
of neurons and synapses in a Hopfield net, 
where neurons represent concepts (key- 
words, people, organizations), and syn- 
apses represent weighted links between 
concept pairs. The four thesauri can be 
considered a trained Hopfield net that en- 
ables users' initial query terms (not yet 
articulated and refined) to be perceived as 
"noisy" input. The noisy input pattern needs 
to be disambiguated based on the network's 
knowledge about the domain. By applying 
the Hopfield net algorithm iteratively- 
activating the neurons and synapses and 
using the weights and an input/output trans- 
formation function-output (relevant terms 
for the fuzzy queries) will converge and 
suggestions can be made concerning the 
terms that are most relevant to the user's 
queries. (A good overview of Hopfield and 
other neural-net algorithms can be found 

Our activation implementation incorpo- 
rates the basic Hopfield net iteration and 
convergence ideas. However, we also mod- 
ified it significantly to deal with four dif- 
ferent networks and their structures. Our 
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LW(RT) . LW(NT) : LW(BT) = x : y : z; {Solicited from 

Let ART := the average weight of the RT links in the Mosaic KB; 
{Computed from lngres relations] 

Assign weights to links in Mosaic tree. Ib/a: relafrve weight for M-tree1 
LW(NT) := LW(RF) '= b/a * y/x * ART, INTand W a r e  specific links) 
LW(BT) := b/a * (dx * ART); 

Assign weights to links in ACM CRCS Ic/a relative weight for ACMl 
LW(RT) = c/a * ART: 
LW(NT) = LW(lnst) := c/a + (ART * y/x), llnst IS special case of NTI 
LW(BT) = LW(lsA) = c/a * (ART * dx); IlsA is special case of 6TI 

Assign weights to links in LCSH ld/a relative werght for LCSHI 
LW(RT) '= d/a * ART, 
LW(NT) = d/a * (ART 7 yix), 
LW(BT) = d/a x (ART z/x), 
LW(Use/UF) = 1 ,  {Weight for synonymous link IS  11 

~ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ ~  
Figure 7. Connection weight assignments for the knowledge sources. 

Knowledge sources weights: 
KW(Mosaic KB) : KW(Mosaic tree) : KW(AGM) : KW(LCSH) = 1 : 1 : I 

,'Default settinal 
Link weights: 

LW(RT) : LW(NT) : LW(BT) = 2 : 3 : 1; { NT> RT> BT, in this example) 
ART:= ,203: 

{Computed from lngres relations) 
Weights of links in Mosaic tree: 

Weights of links in ACM CRCS: 

LW(NT) := LW(RF) := 1/1 * 3/2 * ,203 = .3045; 
LW(BT) := 1/1 * (1/2 * ,203) = .1015; 

LW(RT) := 1/1 * 2 0 3  = ,203; 
LW(NT) := LW(lnst) := 1/1 * (.203 * 3/2) = ,3045; 
LW(BT) := LW(lsA) := 1/1 * ( 2 0 3  * 1/2) = ,1015; 

LW(RT) := 1/1 * ,203 = ,203; 
LW(NT) := 1/1 * (.203 * 312) = ,3045; 
LW(BT) := 1/1 * (.203 1/2) = .1015; 

Weights of links in LCSH: 

LW(Use/UF) := 1; 
~ -~ ~ __ - ~- 

Figure 8. Link weights for the knowledge sources. 

I 
I Mosaic KB termslweights AGM CRCS terms/we 

-.. _/-- 1 _/ 
I' , DBMS (RT) (wt = 251 "\ Files (RT) [wt = 2031 A, 1 

nformation systems (BT) [wt = 10151 
\ US (RC) [wt = 2191 Logical Design (NT) [wt = 30451 , 

I 
ACMDBMS hot (RF)  [wt = 2191 

, 

Data dictionaries (NT) [wt = 30451 
Information storage a n d  retrieval systems (ET) [wt = 101 51 

Database management-computer programs (NT) [wt  = 30451 

LCSH termi7weTgghts 
_ _ _ _ _ _ _ _ _ ~ ~ ~ ~  
Figure 9. Subset of terms and weights related to "database manogement". 
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algorithm activates the four knowledge 
sources and different link types based on 
criteria supplied by the user. It then applies 
the .;ystem's iteration and convergence 
mechanisms. During the iteration process. 
the system constantly accesses the thesau- 
rus relations in Ingres. identifies related 
concepts. and perforins computations based 
on the weighted links. Our thesaurus acti- 
vation procedure has four steps. 

Step 1: Eliciting activation criteria. 
The user must supply two activation crite- 
ria: weights assigned to individual knoul -  
edge sources. and weights assigned to dif- 
ferent types of links. A scale of 0 to I O  for 
each hnowledge source indicates the user's 
preferred sources: 0 indicates the lowest 
preference (that is. the source is considered 
irrelevant). and 10 indicates the highest 
preference. The ratings are used to deter- 
mine the relative weights associated with 
different knouledge sources. Another 0- 
to-] 0 scale i \  u x d  to elicit the user's pref- 
erences among three types of links: broad- 
er. narro\i er. and related terms. For example. 
assigning a higher rating to narrower-term 
links than to broader-term ones indicates 
the user's intention to traverse toward inore 
specific conceph. The Hopfield net algo- 
rithm uses these ratings to determine the 
acti\ ation direction. By allowing users to 
indicate their preferences of knolvledge 
source\ and linh types. our activation algo- 
rithm c m  tra\ erse the knowledge sources 
111 ore e ffec t i v el y and in t el I igen t 1 y . 

Step 2: Assigning connection weights. 
The connection weight r,, connects node i to 
nodc,j i n  the knowledge sources and ranges 
from 0 and I .  For Mosaic KB. the weights 
hetueen nodes have already been generat- 
ed and stored i n  the lngres relations. Be- 
cause all four knowledge sources have some 
form of related-term relationship. we can 
u x  the ucighted RT links in Mosaic KB ( a  
neural net) as the basis for assigning weight\ 
to the KT links i n  the other three knowl- 
edge sources (semantic nets). This process 
of adoptin: neuraI.net weights i n  semantic 
nets is important in  creating a hybrid sys- 
ten1 with ueighted, labeled networks of 
concepts. The actiLation criteria obtained 
from the prior step can then be used to 
modify the aqsigned weights to reflect the 
user's wi rch  criteria. Figure 7 shows some 
connection weight assignments for the dif- 
terent k n o \ b  ledge source\. 

~- ~ ~~ ~-~ ~ 
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Figure 8 shows sample link weights for 1 Ingres database management system. Some 
the knowledge sources. This example uses lngres access routines were written in For- 
the default weighting scheme for knowl- 1 tran. All four knowledge sources are incor- 
edge sources, where each knowledge source 
has an equal weighting. The link weights 

porated into our system as thesaurus com- 
ponents. The thesaurus-browsing module 

are set so that narrower terms are weighted ~ is operational in the Mosaic environment, 
more heavily than related terms, and relat- ’ and we are now fine-tuning the thesaurus 
ed terms are weighted more heavily than 1 activation module. 
broader terms. Figure 9 shows a subset of , We evaluated the prototype implemen- 
the terms related to “database manage- 1 tation of the thesaurus activation module to 
ment” and the term weights using this consider the feasibility and limitations of 
weighting system for knowledge sources 1 our approach. We tested several queries 
and links. 1 with one, two, three, four, and five terms 

each. For each test case, we observed the 
Step 3: Initializing with search terms. ~ number of iterations, the terms suggested 

during each iteration, the sources of the 
1 activated terms, and the activation time. 
1 Since the thesauri are large, dynamic load- 

In the formula 

pi(0) := x,, 1 5 i 5 N 

p i ( t )  is the output of node i at time t; N i s  the 
total number of nodes in the four knowl- 
edge sources; and xi, a number between 0 
and 1, indicates the probability of the pres- 
ence of a search term. At time 0, the begin- 
ning of iteration, nodes that match search 
terms are assigned a probability of 1.  

Step 4: Iterating until convergence. 
Having the initial inputs and the weights, 
the algorithm activates neighboring terms, 
combines weighted links, performs the sig- 
moid transformation function 

J 

and determines the outputs of newly acti- 
vated nodes. The process repeats until node 
outputs remain unchanged with further it- 
erations. The node outputs then represent 
the concepts that best describe the initial 
search terms. 

This iteration process is the most time- 
consuming bottleneck. To  obtain a node’s 
neighboring terms, our algorithm needs to 
access an Ingres relation, which is a slow, 
I/O-bound procedure. When activation 
begins to fan out, more Ingres relations 
must be accessed. After repeated testing, 
we have selected some thresholds in our 
transformation function that help activate 
a reasonable number of neighboring terms. 

Current status 

W e  developed the current prototype sys- 
tem in C, with the support of an underlying 
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ing of the entire network exceeded the 
memory capacity of the host machine. We 
decided to construct the neural network 
“on the fly.” Since the neighboring terms 
and associated weights for any given node 
are all stored in the underlying Ingres rela- 
tional tables, the network is instantiated 
and activated at runtime, growing in size 

where search terms were related, it con- 
verged sooner. W e  believe we can improve 
this access time by using more efficient 
search routines and a more powerful com- 
puter. 

For Russian-computing-specific queries 
(for example. “BESM-6,” a Soviet high- 
performance computer), most terms were 
suggested by Mosaic KB and the Mosaic 
tree, and were often a few links away from 
the starting terms. The LCSH and the ACM 
CRCS were not useful in associating ex- 
tremely domain-specific concepts, but they 
made good suggestions when we tested 
general search concepts like “database 
management.” The nature of the queries 
had great impact on the behavior and per- 
formance of the thesaurus activation mod- 
ule. In our testing, we simply assigned 
equal weights to the knowledge sources 
and the various link types. In reality, these 
weights will be determined by users and 
can thus provide better activation direction 
for our system. We plan to conduct a more 
complete evaluation of this module with 
both novices and subject experts. 

with each iteration as more and more terms 
dre activdted 

Not surprisingly, the Ingres table acce\\ 
wa\ the bottleneck for our activation pro- 
cess The U0 time required for the ith ’ 
iteration is approximately ’ W E  ARE NOW MOVING OUR 

if the time taken for the disk access is A, ,  
the average fan-outs of a node in the four 
knowledge sources are N,,, N,,,,, NACM, 
and NLCSH, and there are P search terms. 

Setting thresholds so that each neuron is 
activated only when its output exceeds a 
certain point helps reduce this exponential , search space significantly and ensure fast 

~ convergence. In our preliminary experi- 
1 ment, the number of iterations that were 

activated in  the knowledge sources rarely 
~ exceeded four. Increasing the threshold led 
1 to faster convergence but decreased acti- 

vation levels because of the greater damp- 
ing factor. Our threshold level was deter- 

I minedempirically, which led to reasonable 
retrieval times and activation levels. Our 
current prototype performed a complete 
thesaurus activation process on the four 
thesauri for one-term queries in less than 
20 seconds. For four- and five-term que- 
ries, the access time increased proportion- 
ally to about one to two minutes; for cases 

1 .  . 

implementation from a 5-MIPS VAX/VMS 
8600 development platform to a 25-MIPS 
DECstation 5000, and revising some search 
routines. After this conversion, we expect 
to achieve a better search response time. 

We believe our study has generated in- 
sight for research and applications in het- 
erogeneous knowledge-base integration and 
use. The blackboard architecture allows 
users to interface easily with knowledge 
bases and refine their queries incremental- 
ly. The spreading activation algorithm for 
the networks of weighted, labeled links 
suggests an exciting direction for creating 
active and “intelligent” document man- 
agement systems. Findings from this study 
have significant impact on our recent work, 
which includes using automatic indexing 
and neural networks for concept classifica- 
tion of electronic meeting output;16 devel- 
oping an X-Windows interface for dynam- 
ic ,  Hopf ie ld  ac t iva t ion  d isp lay ;  and  
designing an incremental, automatic the- 
saurus and a concept-based retrieval inter- 
face for a scientific database. 

_- ~ ~~ ~ ~. 
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